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PART 2
Chapter 2.2: Resources

2.2.1 Summary of Analytical Use Case Classifications

Summary of Analytical Use Case Classifications

Classification Question Addressed Techniques Implementation

Descriptive • What happened?
• What is happening now?

Alerts, querying, 
searches, reporting, static 
visualizations, dashboards, 
tables, charts, narratives, 
correlations, simple 
statistical analysis

Reports

Diagnostic • Why did it happen? Regression analysis, A|B 
testing, pattern matching, 
data mining, forecasting, 
segmentation

Traditional BI

Predictive • What will happen in the 
future?

Machine learning, SNA, 
geospatial, pattern 
recognition, interactive 
visualizations

Modeling

Prescriptive • What should be done to 
make a certain outcome 
happen?

Graph analysis, neural 
networks, machine, and 
deep learning, AI

Integrated Solutions, 
Automated Decisions



DATA ANALYTICS AND DIGITAL FINANCIAL SERVICES  137

2.2.2 Data Sources Directory

Source: Core Banking and MNO Systems 

Structure: Typically structured data, using relational databases.

Format: Digital data, which may be extracted in various formats for reporting or analysis. Legacy data might include paper-based registrations, or 
scanned registration forms.

Name Data Examples

Biller Data About Clients Duration of contract; payment history; purchase types Enhanced marketing insights; potential to create credit score 
using biller data 

Client Registration Status Registration status (e.g., active, dormant, never used) Marketing insights; business performance monitoring; 
regulatory compliance

Customer KYC Name; address; DOB; sex; income Marketing insights; regulatory compliance

Account Status Account type; activity status (active, dormant, aging 
of activity, dormant with balance)

Marketing insights; business performance monitoring; 
regulatory compliance

Account Activity Account balance; monthly velocity; average daily 
balance

Marketing insights; credit scoring; regulatory compliance

Financial Transaction Data 
(direct)

Volume and value of deposits; withdrawals; bill 
payments; transfers; or other financial transactions 

Business and financial performance monitoring; regulatory 
compliance; marketing insights; credit scoring

Financial Transaction Data 
(indirect)

Failed transactions; declined transactions; channel 
used; time of day 

Product performance and product design issues; training and 
communications needs

E-money Data E-money floats; reconciliations; float transfers 
between agents

Agent performance management; fraud and risk 
management

Non-financial Activities PIN change; balance request; statement request Marketing insights; efficiency improvements; product 
development

Loan Origination Loan type; loan amount; collateral used; length; 
interest rate

Marketing insights; portfolio performance monitoring; credit 
scoring; new loan assessment

Loan Activity Loan balance; loan status; source of loan repayment 
transaction

Marketing insights; portfolio performance monitoring; credit 
scoring; new loan assessment
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Source: Mobile Money System

Structure: Typically structured data, using relational databases.

Format: Digital data, which may be extracted in various formats for reporting or analysis. Legacy data might include paper-based registrations, or 
scanned registration forms.

Name Data Examples

Customer KYC Name; address; DOB; sex; income Marketing insights; regulatory compliance

Registration Status Activity status (active, dormant, aging of activity, 
dormant with balance)

Marketing insights; business performance monitoring; 
regulatory compliance

Wallet Activity Wallet balance; monthly velocity; average daily 
balance

Marketing insights; credit scoring; regulatory compliance

Transaction Data Volume and value of cash in; cash out; bill payments; 
P2P; transfer; airtime top-up or other financial 
transactions 

Business and financial performance monitoring; regulatory 
compliance; marketing insights; credit scoring

E-money Data E-money floats; reconciliations; float transfers 
between agents

Agent performance management; fraud and risk 
management

Source: Agent Management System

Structure: Typically structured data, using relational databases.

Format: Digital data, which may be extracted in various formats for reporting or analysis. Legacy data might include paper-based registrations, scanned 
registration forms, or agent monitoring or performance reports.

Name Data Examples

Agent Activities (direct) Agent transaction volume and value; float transfer; 
float deposit and withdrawal; float balance; days with 
no float

Sales and marketing insights; credit scoring; agent 
performance management 

Agent Activities (indirect) PIN change; balance request; statement request; 
create new assistant 

Sales and marketing insights; agent performance 
management

Merchant Activities (direct) Merchant transaction volume and value; number of 
unique customers

Sales and marketing insights; credit scoring; merchant 
performance management

Merchant Activities (indirect) PIN change; balance request; statement request; 
create new assistant 

Sales and marketing insights; merchant performance 
management

Technical System Data Number of TPS; transaction queues; processing time Capacity planning; performance monitoring versus SLA; 
identify technical performance issues

Agent and Merchant Visit 
Reports by Sales Personnel

Presence of merchandising materials; assistants 
knowledge; cash float size; may more commonly 
include semi-structured or unstructured data, such as 
paper-based monitoring reports

Customer insights; agent performance management

2.2_RESOURCES
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Source: Customer Relationship Management (CRM) System

Structure: Often incorporating both structured and semi-structured data that uses relational database or file-based storage systems, such as voice 
recordings or issue summaries tagged by structured categories.

Format: Digital data, commonly, although semi-structured and unstructured data may not be available for reporting (such as for voice recordings).

Name Data Examples

Call Center Records Issues log; type of issues; time to resolution (may 
include semi-structured data in reports)

Customer insights; operational and performance 
management; system improvements

PBAX Number of call center calls; length of calls; queue wait 
times; dropped calls 

Operational and performance management

Customer Care Feedback Data Number of calls; call type statistics; issue resolution 
statistics 

Identify: technical performance and product design issues; 
training and communications needs; third party (e.g., agent, 
biller) issues

Agent and Merchant Feedback 
Data

Number of agent or merchant calls; call type statistics; 
issue resolution statistics 

Identify: technical performance and product design issues; 
agent training and communications needs; client issues

Communication Channel 
Interactions

Volume of website hits; call center volumes; social 
media inquiries; live chat requests 

Customer insights; operational and performance 
management; system improvements 

Qualitative Communication 
Data 

Type of inquiries; customer satisfaction; social media 
reviews

Customer insights

Source: Customer Records

Structure: Often incorporating both structured, semi-structured and unstructured data, ranging from: KYC documents that may include variety of 
personal information depending on document type; to market or customer surveys; to focus group notes.

Format: A wide variety of formats may be used to store customer record data, including relational databases, file storage systems or scanned or paper 
documents.

Name Data Examples

KYC Documents ID; proof of salary; proof of address Regulatory compliance; demographic and geographic 
segmentation

Registration and Application 
Forms

 Open DFS account; loan application Regulatory compliance; demographic and geographic 
segmentation

Qualitative Research Client interviews; focus groups Marketing and product insights

Quantitative Research Awareness and usage studies; pricing sensitivity 
studies; pilot tests

Marketing and product insights
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Source: Agent and Merchant Records

Structure: Often incorporating both structured, semi-structured and unstructured data, ranging from: KYC documents that may include variety of 
personal information depending on document type; to market or merchant surveys; to focus group notes.

Format: A wide variety of formats may be used to store agent or merchant record data, including relational databases, file storage systems or scanned or 
paper documents.

KYC Documents Articles of incorporation; tax returns; KYC documents; 
bank statements

Regulatory compliance; demographic and geographic 
segmentation

Registration Forms Register as DFS agent or merchant Regulatory compliance; demographic and geographic 
segmentation

Qualitative Research Agent interviews; focus groups Sales, marketing and product insights

Quantitative Research Mystery shopper research Sales, marketing and product insights

Source: Third Party Partners

Structure: Third party may take any form or structure, depending on the content, source and vendor providing it.

Format: Formats may range from common .CSV formats to proprietary access APIs and delivery methods.

Name Data Examples

Biller Data About Clients 
(utilities)

Duration of contract; payment history; purchase types Enhanced marketing insights; potential to create credit 
score using biller data 

Payer Client Data About Clients 
(employer, government)

 Payroll history; duration of regular payments Enhanced marketing insights; credit scoring 

Client Information Repositories 
(e.g., credit bureau, watch-lists, 
police records)

KYC data; credit rating; previous fraudulent activity Credit scoring; fraud investigations; risk management

Geospatial Data (satellite data) Regional demographics; population density; 
topography; infrastructure such as roads and 
electricity; financial access points

Market insights; agent management

Social Media and Social 
Networks

Type and frequency of network activities; personal 
information; number of connections; type of 
connections

Market insights; credit scoring
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2.2.3 Metrics for Assessing Data Models 

TOP-10 LIST OF PERFORMANCE METRICS FOR ASSESSING DATA MODELS

Metric Definition

Receiver Operating 
Characteristic (ROC) Curve

The ROC curve is defined as the plot between the true positive rate and the false positive rate. It illustrates the performance 
of the model as its discrimination threshold is varied. The greater the area between the ROC curve and the baseline, the 
better the model.

AUC Area Under the Curve (AUC) measures the area under the ROC curve. It provides an estimate of the probability that the 
population is correctly ranked. It represents the ability of the model to produce good relative instance ranking. Value equal 
to one is a perfect model. 

KS The Kolmogorov-Smirnov (KS) statistical test measures the maximum vertical separation between the cumulative 
distribution of ‘goods’ and ‘bads.’ It represents the ability of the model to separate the ‘good’ population of interest from 
the ‘bad’ population. 

Lift Chart It measures the effectiveness of a predictive model calculated as the ratio between the positive predicted values over the 
number of positives in the sample for each threshold. The greater the area between the lift curve and the baseline, the 
better the model.

Cumulative Gains It measures the effectiveness of a predictive model calculated as the percentage of positive predicted value for each 
threshold. The greater the area between the cumulative gain curve and the baseline, the better the model.

Gini coefficient The Gini coefficient is related to the AUC; G (i)=2AUC-1. It also provides an estimate of the probability that the population 
is correctly ranked. Value equal to one is a perfect model. This is the statistical definition for what drives the economic Gini 
Index for income distribution.

Accuracy Accuracy is the ability of the model to make a prediction correctly. It is defined as the number of correct predictions over all 
predictions made. This measure works only when the data are balanced (i.e., same distribution for good and bad).

Precision Precision is the probability that a randomly selected instance is positive, or good. It is defined as the ratio of the total of true 
predicted positive instances to the total of predicted positive instances.

Recall Recall is the probability that a randomly selected instance is good or positive. It is defined as the ratio of the total of true 
predicted positive instances to the total of positive instances.

Root-Mean-Square Error 
(RMSE)

The RMSE is a measure of the difference between values predicted by a model and the values actually observed. The 
metric is used in numerical predictions. A good model should have a small RMSE.

2.2.4 The Data Ring and the Data Ring Canvas 
The Data Ring and the Data Ring Canvas tools are also available for download from the website of the Partnership for Financial Inclusion 
here: www.ifc.org/financialinclusionafrica

The following tear-out page provides a copy of the Data Ring and Data Ring Canvas to use.
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Conclusions and Lessons Learned
The universe of data is expanding on an 
hourly basis. The analytical capacity of 
computing is also becoming more and 
more advanced, and the cost of data 
storage is falling. The data analytics 
potential described in this handbook – 
and in these cases – highlight how DFS 
providers can leverage data large and small 
to build new services and achieve greater 
efficiencies in their current operations by 
incorporating data-driven approaches. 
Practitioners should strive to adopt a data-
driven approach across their business. 
This will bring greater precision to their 
activities and an evidence-based approach 
to decision-making. 

Building a Data-driven Culture

Organizational culture is crucial. 
Organizations need to foster a data-
friendly environment where the power of 
data is celebrated, and where people are 
empowered and encouraged to explore in 
order to find ways to improve outcomes. 
As a result, there is the need to invest in 
operational team skills, tools and ideas in 
order to do data justice. Organizational 
leadership must clearly articulate the 
vision and the fundamental standards 
that will form the foundation of its 
data management program. Leadership 
must also form a strong commitment to 
developing the company’s data capacities, 
both in terms of vision and budget. 

Additionally, it is essential there is a clearly 
defined department or individual with 
influence within the organization driving 
the process. Some organizations that are 
further along the maturity curve have 
chosen to create a senior level position 
called Chief Data Officer (CDO); this 
person works closely with senior leadership 
to manage all data related strategy  
and management. 

The organization should look at its 
current capacities and experience in 
order to clearly articulate the future. 
Important considerations include the size 
of the organization as well as existing IT 
resources such as skills and experience. 
Additionally, moving to a data-driven 
approach will involve big changes for 
organizational culture, specifically around 
how data are shared and how decisions 
are made. The organization will need to 
be prepared to provide ongoing support 
during the change and should be prepared 
to manage expectations from staff and 
management. Current levels of data 
management maturity are also important. 
The DFS provider may wish to look at 
current data sources, reporting framework 
and usage of data in decision-making to 
place themselves on the maturity curve. 
Understanding where one sits on the 
data management maturity scale will help 
the provider develop a roadmap leading 
toward the desired goal. 

Becoming data-driven also includes 
reviewing the existing staff skillset 
and assessing team member levels of 
comfort with technology and computing. 
Existing staff can be trained to handle 
new technologies. They are ideally 
placed to apply new technologies to old 
problems because they already know the 
organization, its market and its challenges. 
Typically, staff will require classroom 
and ongoing on-the-job training in data 
management. The DFS provider may 
wish to identify staff members who 
have an aptitude and the right attitude 
for adopting new technology-enabled 
practices, then prepare a plan for intensive 
skills development.

No matter where an organization is in its 
adoption of data-driven analytics, there is 
scope to systematically incorporate data 
into its processes and decision-making. 
Practitioners can take small steps to begin 
to rigorously test their clients’ needs and 
preferences, to monitor performance 
internally and to understand the impact 
of their business activities. Most crucially, 
the goals an organization sets for tracking 
business performance must be quantifiable 
and measurable. 

All Data Are Good Data

Data analytics offers an opportunity 
for DFS providers to gain a much more 
granular understanding of their customers. 
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These insights can be used to design 
better processes and procedures that align 
with customer needs and preferences. 
Data analytics is about understanding 
customers, with the aim of that customer 
deriving greater value from the product. 

Notably, combining insights from different 
methodologies and data sources can 
enrich understanding. As an example, while 
quantitative data can provide insights into 
what is happening, qualitative data and 
research will elucidate why it is happening. 
Similarly, several DFS providers have used 
a combination of predictive modeling 
and geolocation analysis to identify the 
target areas where they must focus their 
marketing efforts. 

For the vast mass market that DFS 
providers serve, in many cases there 
may not be formal financial history or 
repayment data history to use as a base. 
In these situations, alternative data can 
allow DFS providers to verify cash flows 
through proxy information, such as 
MNO data. Here, DFS providers have the 
choice of working directly with an MNO 
or with a vendor. The decision depends 
on the respective markets as well as the 
institution’s preparedness. Many providers 
may not have the technical know-how to 
design scoring models based on MNO data 
– in this case, partnering with a vendor 
who provides this service is a good option. 

Using Data Visualization

A picture is worth a thousand words, 
or perhaps, a thousand numbers. Using 
visualizations to graphically illustrate the 
results from standard data management 
reports can help decision-making and 
monitoring. Graphical representations allow 
the audience to identify trends and outliers 
quickly. This holds true with respect to internal 
data science teams who are exploring the 
data, and also for broader communications, 
when data trends and results can have more 
impact than tables by visualizing relationships 
or data-driven conclusions.

A chart or a plot is a data visualization, 
in its most basic sense. With that said, 
‘visualization’ as a concept and an 
emerging discipline is much broader, 
both with respect to the tools available 
and the results possible. For example, an 
infographic may be a data visualization in 
many contexts, but it is not necessarily a 
plot. In some cases, this breadth may also 
include mixed media. A pioneer in this 
area, for example, is Hans Rosling, whose 
work to combine data visualization with 
interactive mixed-media story telling 
earned him a place on Time’s 100 most 
influential people list.40 These elements of 
dynamism and interactivity have elevated 
the field of data visualization far above 
charts and plots, even though the field also 
encompasses these more traditional tools.

Data visualization is related to but separate 
from data dashboards. A dashboard 
would likely include one or more discrete 
visualizations. Dashboards are go-to 
reference points, often serving as entry 
points to more detailed data or reporting 
tools. This is where KPIs are visualized to 
provide at-a-glance information, typically 
for managers who need a concise snapshot 
of operational status. Simple dashboards 
can be implemented in Excel, for example. 
Usually the dashboard concept refers to 
more sophisticated data representations, 
incorporating the ideas of interactivity and 
dynamism that the broader concept of data 
visualization encompasses. Additionally, 
more sophisticated dashboards are likely to 
include real-time data and responsiveness 
to user queries. While data visualization 
and data dashboards are inherently related 
and often overlapping, it is also important 
to recognize that they are conceptually 
different and judged by different criteria. 
Doing this helps certify the right tools 
are applied for the right job, and ensures 
vendors and products are procured for 
their intended purposes.

Data Science is Data Art

Chapter 1 noted the history of ’data 
science’ as a term. Interestingly, those who 
coined it vacillated between calling the 
discipline’s practitioners ‘data scientists’ 
and ‘data artists’. While data science 
won the official title, it is important to 

40 Hans Rosling. In Wikipedia, the Free Encyclopedia, accessed April 3, 2017, https://en.wikipedia.org/wiki/Hans_Rosling
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recognize that creativity, design and even 
artistic sensibility remain critical to the 
field. Following the above discussion of 
data visualization, the process of turning 
bits of data into informative, interactive, 
aesthetically pleasing and visually engaging 
tools require both technical skills and 
creative insights. In reference to Rosling, 
the process of making data visualization the 
leading character in what can most rightly 
be described as a theatrical performance 
further underlines the interplay between 
data science and data art. The role of the 
data scientists, regardless of functional title, 
is to draw on technical skill and creative 
intuition to explore patterns, extract value 
from those relationships and communicate 
their importance. 

This dualism of structured organization 
and emergent patterns describes one of 
the overarching complexities of many data 
projects. On the one hand, there is the need 
for clear goals, defined architecture and 
precise expertise to ensure project delivery 
is on time and on budget. On the other 
hand, there is the very important need for 
open-ended flexibility to enable discovering 
patterns, exploring new ideas, mining data 
to uncover possible anomalies, testing 
hypotheses, and creatively designing 
visualizations to tell the data’s story. 

Global Industry

The field of data science has existed for less 
than a decade, with the term itself only 

coming to prominence in 2008 (see Figure 
6 in Part 1). Since then, smartphones have 
become ubiquitous, computing power has 
grown substantially and storage costs have 
plummeted. Technology companies have 
introduced new products that have been 
rapidly assimilated into daily life, such as 
Google Maps, Apple’s FaceTime video chat 
and Amazon’s at-home AI, Alexa. Data-
driven products are rapidly taking hold 
in all sectors, as large datasets and data 
science tools deliver innovative value in 
established markets. The mid-2000s saw 
the emergence of data analytics grow 
prominently beyond the tech industry, 
particularly making early strides in the 
Fast Moving Consumer Goods sector, 
such as among grocery and department 
stores. Global industry has changed in 
a few short years, summarized by the 
widely publicized observation by Tom 
Goodwin: “Uber, the world’s largest taxi 
company, owns no vehicles. Facebook, 
the world’s most popular media owner, 
creates no content. Alibaba, the most 
valuable retailer, has no inventory. And 
Airbnb, the world’s largest accommodation 
provider, owns no real estate. Something 
interesting is happening.” Data-driven 
solutions have enabled new entrants to 
disrupt established sectors, and technology 
companies continue to push the envelope. 

Alternative credit scoring methods are 
finding new data sources that enable 
products to reach new customer 

segments, often drawing from social media 
technology. Marketing strategies are 
tuned by rigorous statistical A|B testing, 
which was promulgated by companies like 
Amazon or Yahoo! to refine their website 
designs. Additionally, geographic customer 
segmentation analysis, mapping P2P flows, 
and identifying optimal agent placement, 
are all aided by geospatial analysis and 
the tools that deliver Google Maps and 
OpenStreetMap technology. As technology 
continues to evolve, DFS providers can 
anticipate new solutions will emerge to 
help better understand customers, reach 
larger markets and deliver products and 
services tuned to customer needs.

Data for Financial Inclusion

In the financial inclusion sector, data are 
important because the target customer 
base often lacks access to banks or other 
financial services or has limited exposure 
and is unfamiliar with financial services. 
Their needs and expenditure patterns are 
diverse and different. Data allows DFS 
providers to create products and services 
that better reflect customer preferences 
and aspirations. DFS has changed access 
and affordability of financial services in 
emerging markets by serving the needs 
of low-income clients, thereby increasing 
financial inclusion.

Data brings with it the opportunity to 
improve financial inclusion. However, this 
must be done while ensuring consumer 
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protection and data privacy are not 
compromised. Data are being produced and 
collected passively through digital devices 
such as cell phones and computers, among 
others. Many stakeholders have expressed 
concern that low-income households, the 
primary producers of these data in the 
financial inclusion context, may not be 
aware that these data are being collected, 
analyzed and monetized. In the absence of a 
uniform policy, there are differing standards 
applied across provider types and some 
instances where consumer rights have 
been violated. With the proliferation of data 
analytics, it is critical that all stakeholders 
– DFS providers, regulators, policymakers, 
development finance institutions, and 
investors – discuss the issues associated to 
data privacy and consumer protection in 
order to find solutions. Some practitioners 
may feel pressured to adopt new technology 
or methodologies to keep up with the 
prevailing trends or because of actions taken 
by their competitors. Needless to say, such 
efforts could be nullified if the organization 
does not have the technical skill to manage 
the project or does not have the ability 
to act on the basis of the insights. Thus, 
practitioners should identify the business 
problems they are trying to resolve, assess 
what data and analytical capability they 
currently possess, and then make decisions 
about how to implement the data project. 
The business goal must be at the heart of 
any data management project. 
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Glossary
Term Explanation

A|B Testing A|B testing is a method to check two different versions of a product or service to assess how a small change in product 
attributes can impact customer behavior. This kind of experimentation allows DFS providers to choose multiple variations 
of a product or service, statistically test the resulting uptake on customers and compare results across target groups. 

Active Account An account that is active has been used for at least one transaction in the previous period, usually reported as 30-day 
active or 90-day active. It does not include non-financial transactions such as changing a PIN code.

Agent A person or business contracted to process transactions for users. The most important of these are cash in and cash out 
(that is, loading value into the mobile money system, and then converting it back out again). In many instances, agents 
also register new customers. Agents usually earn commissions for performing these services. They also often provide 
front-line customer service, such as teaching new users how to complete transactions on their phones. Typically, agents 
will conduct other kinds of business in addition to mobile money. Agents will sometimes be limited by regulation, but 
small-scale traders, MFIs, chain stores, and bank branches serve as agents in certain markets. Some industry participants 
prefer the terms ‘merchant’ or ‘retailer’ to avoid certain legal connotations of the term ‘agent’ as it is used in other 
industries. (GSMA, 2014). 

Alternate Delivery 
Channel

Channels that expand the reach of financial services beyond the traditional branch. These include ATMs, Internet banking, 
mobile banking, e-wallets, some cards; POS device services, and extension services.

Anti-Money Laundering
and Combating the
Financing of Terrorism
(AML/CFT)

AML/CFT are legal controls applied to the financial sector to help prevent, detect and report money-laundering activities. 
AML/CFT controls include maximum amounts that can be held in an account or transferred between accounts in any one 
transaction, or in any given day. They also include mandatory financial reporting of KYC for all transactions in excess of 
$10,000, including declaring the source of funds, as well as the reason for transfer.

Algorithm In mathematics and computer science, an algorithm is a self-contained sequence of actions to be performed. Algorithms 
perform calculations, data processing or automated reasoning tasks. 

Alternative Data Non-financial data from MNOs, social media, and their transactional DBs. Access to other alternative data such 
as payment history and utility bills can also enable the creation of credit scores for clients who may be otherwise 
unserviceable. 

Application Program
Interface (API)

A method of specifying a software component in terms of its operations by underlining a set of functionalities that are 
independent of their respective implementation. APIs are used for real-time integration to the CBS or management 
information system (MIS), which specify how two different systems can communicate with each other through the 
exchange of ‘messages’. Several different types of APIs exist, including those based on the web, Transmission Control 
Protocol (TCP) communication, direct integration to a DB, or proprietary APIs written for specific systems.

Artificial Intelligence (AI) AI is an area of computer science that emphasizes the creation of intelligent machines that work and react like humans. 

Average An average is the sum of a list of numbers divided by the number of numbers in the list. In mathematics and statistics,  
this would be called the arithmetic mean.

Average Revenue Per 
User (ARPU)

ARPU is a measure used primarily by MNOs, defined as the total revenue divided by the number of subscribers.

Big Data Big data are large datasets, whose size is measured by five distinct characteristics: volume, velocity, variety, veracity,  
and complexity.
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Byte It is a unit of digital information, considered a unit of memory size. It consists of 8 bits, and 1024 bytes equals 1 kilobyte. 

Call Center A centralized office used for the purpose of receiving or transmitting a large volume of requests by telephone. As well 
as handling customer complaints and queries, it can also be used as an alternative delivery channel (ADC) to improve 
outreach and attract new customers via various promotional campaigns.

Call Detail Records (CDR) This is the MNO record of a voice call or an SMS, with details such as origin, destination, duration, time of day, or amount 
charged for each call or SMS.

Channel The customer’s access point to a FSP, namely who or what the customer interacts with to access a financial service  
or product.

Complexity Combining the four big data attributes (volume, velocity, variety, and veracity) requires advanced analytical processes. 
There are a variety of analytical processes that have emerged to deal with these large datasets. Analytical processes 
target specific types of data such as text, audio, web, and social media. Another methodology that has received extensive 
attention is around machine learning, where an algorithm is created and fed to a computer along with historical data.  
This allows the algorithm to predict relationships between seemingly unconnected variables. 

Credit History A credit history is a record of a borrower’s repayment of debts; responsible repayment is interpreted as a favorable 
credit history, while delinquency or defaults are factors that create a negative credit history. A credit report is a record of 
the borrower’s credit history from a number of sources, traditionally including banks, credit card companies, collection 
agencies, and governments.

Credit Scoring A statistical analysis performed by lenders and FIs to access a person’s credit worthiness. Lenders use credit scoring, among 
other things, to arrive at a decision on whether to extend credit. A person’s credit score is a number between 300 and 850, 
with 850 being the highest credit rating possible.

Digital Financial Services 
(DFS)

The use of digital means to offer financial services. DFS encompasses all mobile, card, POS, and e-commerce offerings, 
including services delivered to customers via agent networks.

Dashboard A BI dashboard is a data visualization tool that displays the current status of metrics and KPIs for an enterprise.  
Dashboards consolidate and arrange numbers, metrics and sometimes performance scorecards on a single screen.

Data Data is an umbrella term that is used to describe any piece of information, fact or statistic that has been gathered for any 
kind of analysis or for reference purposes. There are many different kinds of data from a variety of different sources.  
Data are generally processed, aggregated, manipulated, or consolidated to produce information that provides meaning. 

Data Analytics Data analytics refers to qualitative and quantitative techniques and processes used to generate information, enhance 
productivity and create business gains. Data are extracted and categorized to identify and analyze behavioral data and 
patterns, and data analytics techniques vary according to organizational requirements.

Data Architecture Data architecture is a set of rules, policies, standards, and models that govern and define the type of data collected and 
how it is used, stored, managed, and integrated within an organization and its DB systems. It provides a formal approach 
to creating and managing the flow of data and how it is processed across an organization’s IT systems and applications.

Data Cleansing Data cleansing is the process of altering data in a given storage resource to make sure it is accurate and correct. 

Data Cube In computing, multi-dimension data, often with time as a third dimension of columns and rows. In business operations, 
this is a generic term that refers to corporate systems that enable users to specify and download raw data reports.  
Many include drag-and-drop fields to design a reporting request or simple data aggregations.
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Data Lake A data lake is a massive, easily accessible, centralized repository of large volumes of structured and unstructured data. 

Data Management Data management is the development, execution and supervision of plans, policies, programs, and practices that control, 
protect, deliver, and enhance the value of data and information assets.

Data Mining Data mining is the computational process of discovering patterns in large datasets. It is an interdisciplinary subfield of 
computer science. The overall goal of the data mining process is to extract information from a dataset and transform it 
into an understandable structure for further use.

Data Privacy Data privacy, also called information privacy, is the aspect of IT that deals with the ability an organization or individual has 
to determine what data in a computer system can be shared with third parties.

Data Processing Data processing is, generally, the collection and manipulation of items of data to produce meaningful information. In this 
sense, it can be considered a subset of information processing, or the change (processing) of information in any manner 
detectable by an observer.

Data Scraping It is a technique in which a computer program extracts data from human-readable output coming from another digital 
source such as a website, reports or computer screens.

Data Scientist A data scientist is an individual, organization or team that performs statistical analysis, data mining and retrieval processes 
on a large amount of data to identify trends, figures and other relevant information.

Data Security Data security refers to protective digital privacy measures that are applied to prevent unauthorized access to computers, 
DBs, websites, and any other place where data are stored. Data security also protects data from corruption. Data security 
is an essential aspect of IT for organizations of every size and type. 

Data Storage Data storage is a general term for archiving data in electromagnetic or other forms, for use by a computer or device. 
Different types of data storage play different roles in a computing environment. In addition to forms of hard data storage, 
there are now new options for remote data storage, such as cloud computing, that can revolutionize the ways users  
access data.

Data Warehouse A collection of corporate information and data derived from operational systems and external data sources. A data 
warehouse is designed to support business decisions by allowing data consolidation, analysis and reporting at different 
aggregate levels.

Descriptive Analytics, 
Methodologies

The least complex analytical methodologies are descriptive in nature; they provide historical descriptions of the 
institutional performance, analysis around reasons for this performance and information on the current institutional 
performance. Techniques include alerts, querying, searches, reporting, visualization, dashboards, tables, charts, narratives, 
correlations, as well as simple statistical analysis.

Electronic Banking The provision of banking products and services through digital delivery channels.

E-money Short for ‘electronic money,’ it is stored value held on cards or in accounts such as e-wallets. Typically, the total value 
of e-money issued is matched by funds held in one or more bank accounts. It is usually held in trust, so that even if the 
provider of the e-wallet service was to fail, users could recover the full value stored in their accounts.

E-wallets An e-money account belonging to a DFS customer and accessed via mobile phone.



152  DATA ANALYTICS AND DIGITAL FINANCIAL SERVICES

Exabyte (EB) The Exabyte (EB) is a multiple of the unit byte for digital information. In the International System of Units, the prefix exam 
indicates multiplication by the sixth power of 1000 (1018). Therefore, one EB is one quintillion bytes (short scale).  
The symbol for the Exabyte is EB.

Financial Institution (FI) A provider of financial services including credit unions, banks, non-banking FIs, MFIs, and mobile FSPs.

File Transfer Protocol 
(FTP)

File Transfer Protocol (FTP) is a client-server protocol used for transferring files to, or exchanging files with a host 
computer. FTP is the Internet standard for moving or transferring files from one computer to another using  
TCP or IP networks.

Float (Agent Float) The balance of e-money, or physical cash, or money in a bank account that an agent can immediately access to meet 
customer demands to purchase (cash in) or sell (cash out) electronic money. 

Geospatial Data Information about a physical object that can be represented by numerical values in a geographic coordinate system.

Global System for 
Mobile Communications 
Association (GSMA)

The GSM Association (commonly referred to as ‘the GSMA’) is a trade body that represents the interests of mobile 
operators worldwide. Approximately 800 mobile operators are full GSMA members and a further 300 companies in the 
broader mobile ecosystem are associate members.

Hypothesis A hypothesis is an educated prediction that can be tested.

Image Processing Image processing is a somewhat broad term that refers to using analytic tools as a means to process or enhance images. 
Many definitions of this term specify mathematical operations or algorithms as tools for the processing of an image. 

Key Performance 
Indicator (KPI)

A KPI is a measurable value that demonstrates how effectively a company is achieving key business objectives. 
Organizations use KPIs at multiple levels to evaluate their success at reaching targets. High-level KPIs may focus on 
the overall performance of the enterprise, while low-level KPIs may focus on processes in departments such as sales, 
marketing or a call center.

Key Risk Indicator (KRI) A KRI is a measure used to indicate how risky an activity is. It differs from a KPI in that the latter is meant as a measure of 
how well something is being done, while the former indicates how damaging something may be if it occurs and how likely 
it is to occur.

Know Your Customer 
(KYC)

Rules related to AML/CFT that compel providers to carry out procedures to identify a customer and assess the value of the 
information for detecting, monitoring and reporting suspicious activities.

Linear Regression Mathematical technique for finding the straight line that best fits the values of a linear function, plotted on a scatter graph 
as data points.

Machine Learning Machine learning is a type of AI that provides computers with the ability to learn without being explicitly programmed. 
Machine learning focuses on the development of computer programs that can change when exposed to new data.

Market Segmentation The process of defining and subdividing a large homogeneous market into clearly identifiable segments having similar 
needs, wants or demand characteristics. Its objective is to design a marketing mix that precisely matches the expectations 
of customers in the targeted segment.

Master Agent A person or business that purchases e-money from a DFS provider wholesale and then resells it to agents, who in turn 
sell it to users. Unlike a super agent, master agents are responsible for managing the cash and electronic-value liquidity 
requirements of a particular group of agents.

Merchant A person or business that provides goods or services to a customer in exchange for payment. 
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Metadata Metadata describes other data. They provide information about a certain item’s content. For example, an image may 
include metadata that describe how large the picture is, the color depth, the image resolution, when the image was 
created, and other data.

Microfinance Institution 
(MFI)

A FI specializing in banking services for low-income groups, small-scale businesses, or people.

Mobile Banking The use of a mobile phone to access conventional banking services. This covers both transactional and non-transactional 
services, such as viewing financial information and executing financial transactions. Sometimes called ‘m-banking’.

Mobile Money Service,
Mobile Financial Service

A DFS that is provided by issuing virtual accounts against a single pooled bank account as e-wallets, that are accessed 
using a mobile phone. Most mobile money providers are a MNO or a PSP. 

Mobile Network 
Operator (MNO)

A company that has a government-issued license to provide telecommunications services through mobile devices.

Mobile Phone Type - 
Feature Phone

A feature phone is a type of mobile phone that has more features than a standard mobile phone but is not equivalent to a 
smartphone. Feature phones can provide some of the advanced features found on a smartphone such as a portable media 
player, digital camera, personal organizer, and Internet access, but do not usually support add-on applications.

Mobile Phone Type - 
Smartphone

A mobile phone that has the processing capacity to perform many of the functions of a computer, typically having a 
relatively large screen and an operating system capable of running a complex set of applications, with internet access. 
In addition to digital voice service, modern smartphones provide text messaging, e-mail, web browsing, still and video 
cameras, MP3 players, and video playback with embedded data transfer, GPS capabilities.

Mobile Phone Type - 
Standard Phone

A basic mobile phone that can make and receive calls, send text messages and access the USSD channel, but has very 
limited additional functionality.

Monte Carlo Methods Models that use randomized approaches to model complex systems by setting a probabilistic weight to various decision 
points in the model. The results show a statistical distribution pattern that may be used to predict the likelihood of certain 
results given the inputs into the system being modeled. These models are typically used for optimization problems or 
probability analysis. 

Natural Language 
Processing (NLP)

The field of study that focuses on the interactions between human language and computers is called Natural Language 
Processing, or NLP for short. It sits at the intersection of computer science, AI and computational linguistics. NLP is a field 
that covers a computer’s understanding and manipulation of human language.

Non-parametric 
Methodology

A commonly used method in statistics where small sample sizes are used to analyze nominal data. A non-parametric 
method is used when the researcher does not know anything about the parameters of the sample chosen from  
the population. 

Open Data Open data are data that anyone can access, use or share.

Point of Sale (POS) Electronic device used to process card payments at the point at which a customer makes a payment to the merchant in 
exchange for goods and services. The POS device is a hardware (fixed or mobile) device that runs software to facilitate 
the transaction. Originally these were customized devices or personal computers, but increasingly include mobile phones, 
smartphones and tablets.

Person to Person (P2P) Person-to-person funds transfer.
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Parametric Statistics Parametric statistics is a branch of statistics that assumes sample data comes from a population that follows a probability 
distribution based on a fixed set of parameters. Most well-known elementary statistical methods are parametric.

Pattern Recognition In IT, pattern recognition is a branch of machine learning that emphasizes the recognition of data patterns or data 
regularities in a given scenario. It is a subdivision of machine learning and it should not be confused with an actual machine 
learning study. Pattern recognition can be either ‘supervised,’ where previously known patterns can be found in a given 
data, or ‘unsupervised,’ where entirely new patterns are discovered.

Peripheral Data Typically, the most useful peripheral data sources are call center data, data from CRM (ticketing systems), information from 
the knowledge base of frequently asked questions, from approval mails, blacklist and whitelist trackers, or shared  
Excel trackers.

Predictive Analytics,  
Methodologies

Predictive analytics provide much more complex analysis of existing data to provide a forecast for the future. Techniques 
include regression analysis, multivariate statistics, pattern matching, data mining, predictive modeling, and forecasting.

Predictive Modeling Predictive modeling is a process that uses data mining and probability to forecast outcomes. Each model is made up of 
a number of predictors, which are variables that are likely to influence future results. Once data has been collected for 
relevant predictors, a statistical model is formulated.

Prescriptive Analysis,  
Methodologies

Prescriptive analysis goes a step further – it provides information to feed into optimal decisions for a set of predicted future 
outcomes. Techniques include graph analysis, neural networks, machine, and deep learning.

Primary and Secondary 
Research

Primary research is original data collected through its own approach, often a study or survey. Secondary research uses 
existing results from previously conducted studies and data collection.

Probability Probability is the measure of the likelihood that an event will occur. Probability is quantified as a number between zero and 
one (where ‘0’ indicates impossibility and ‘1’ indicates certainty). The higher the probability of an event, the more certain 
that the event will occur. 

Psychographic 
Segmentation

Psychographic segmentation involves dividing the market into segments based on different personality traits, values, 
attitudes, interests, and consumer lifestyles. 

Psychometric Scoring 
Model

Psychometrics refers to the measurement of knowledge, abilities, attitudes, and personality traits. In psychometric scoring 
models, psychometric principles are applied to credit scoring by using advanced statistical techniques to forecast an 
applicant’s probability of default.

Qualitative Data Data that approximates or characterizes, but does not measure the attributes, characteristics, or properties of a thing or 
phenomenon. Qualitative data describes, whereas quantitative data defines.

Quantitative Data Data that can be quantified and verified, and is amenable to statistical manipulation. Qualitative data describes, whereas 
quantitative data defines.

Randomized Controlled 
Trial (RCT)

A randomized controlled trial is a scientific experiment where the people participating in the trial are randomly allocated 
to different intervention contexts and then compared to each other. Randomization minimizes selection bias during 
the design of the scientific experiment. The comparison groups allow the researchers to determine any effects of the 
intervention when compared with the no intervention (control) group, while other variables are kept constant.
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Scientific Method Problem solving using a step-by-step approach consisting of (1) identifying and defining a problem, (2) accumulating 
relevant data, (3) formulating a hypothesis, (4) conducting experiments to test the hypothesis, (5) interpreting the results 
objectively, and (6) repeating the steps until an acceptable solution is found.

Semi-structured Data Semi-structured data are a form of structured data that do not conform to the formal structure of data models associated 
with relational DBs or other forms of data tables. Nonetheless, they contain tags or other markers to separate semantic 
elements and enforce hierarchies of records and fields within the data.

Service Level 
Agreements (SLAs)

A SLA is the service contract component between a service provider and customer. SLAs provides specific and measurable 
aspects related to service offerings. For example, SLAs are often included in signed agreements between internet service 
providers and customers. SLA is also known as an Operating Level Agreement (OLA) when used in an organization without 
an established or formal provider-customer relationship. 

Short Message Service 
(SMS)

A ‘store and forward’ communication channel that involves the use of the telecom network and short message peer to 
peer (SMPP) protocol to send a limited amount of text between phones or between phones and servers.

Small and Medium 
Enterprises (SMEs)

Small and medium-sized enterprises, or SMEs, are non-subsidiary, independent firms that employ less than a given number 
of employees. This number varies across countries.

Social Network Analysis 
(SNA)

Social network analysis, or SNA, is the process of investigating social structures through the use of network and graph 
theories. It characterizes networked structures in terms of nodes (individual actors, people, or things within the network) 
and the ties, edges, or links (relationships or interactions) that connect them.

Standard Deviation In statistics, the standard deviation is a measure that is used to quantify the amount of variation or dispersion of a set of 
data values. A low standard deviation indicates that the data points tend to be close to the mean (or average) of the set, 
while a high standard deviation indicates that the data points are spread out over a wider range of values.

Statistical Distribution The distribution of a variable is a description of the relative number of times each possible outcome will occur in a number 
of trials.

Structured Data Structured Data refers to any data that resides in a fixed field within a record or file. This includes data contained in 
relational DBs.

Super Agent A business, sometimes a bank, which purchases electronic money from a DFS provider wholesale and then resells it to 
agents, who in turn sell it to users.

Supervised Learning Supervised learning is a method used to enable machines to classify objects, problems or situations based on related data 
fed into the machines. Machines are fed data such as characteristics, patterns, dimensions, color and height of objects, 
people, or situations repetitively until the machines are able to perform accurate classifications. Supervised learning 
is a popular technology or concept that is applied to real-life scenarios. Supervised learning is used to provide product 
recommendations, segment customers based on customer data, diagnose disease based on previous symptoms, and 
perform many other tasks. 

Support Vector Machines 
(SVM)

A support vector machine, or SVM, is a machine learning algorithm that analyzes data for classification and regression 
analysis. SVM is a supervised learning method that looks at data and sorts it into one of two categories. An SVM outputs 
a map of the sorted data with the margins between the two as far apart as possible. SVMs are used in text categorization, 
image classification, handwriting recognition, and in the sciences. A support vector machine is also known as a support 
vector network (SVN). 
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Text Mining Analytics Text mining, also referred to as text data mining and roughly equivalent to text analytics, is the process of deriving high-
quality information from text. High-quality information is typically derived through the devising of patterns and trends 
through means such as statistical pattern learning. Text mining usually involves: structuring the input text (usually parsing, 
along with the addition of some derived linguistic features and the removal of others, and subsequent insertion into a DB); 
deriving patterns within the structured data; and evaluation and interpretation of the output.

Traditional Data Traditional data refers to commonly used structured internal data (such as transactional) and external data (such as 
information from credit bureaus) that are used in the decision-making process. It may include data that are generated 
from interaction with clients such as surveys, registration forms, salary, and demographic information. 

Unstructured Data Usually refers to information that does not reside in a traditional row-column DB. Unstructured Data files often include 
text and multimedia content. Examples include: e-mail messages, word processing documents, videos, photos, audio files, 
presentations, webpages, and many other kinds of business documents.

Unsupervised Learning Unsupervised learning is a method used to enable machines to classify both tangible and intangible objects without 
providing the machines with any prior information about the objects. The things machines need to classify are varied, 
such as customer purchasing habits, behavioral patterns of bacteria, or hacker attacks. The main idea behind unsupervised 
learning is to expose the machines to large volumes of varied data and allow them to learn and infer from the data. 
However, the machines must first be programmed to learn from data. 

Unstructured
Supplementary Service
Data (USSD)

A protocol used by GSM mobile devices to communicate with the service provider’s computers or network. This channel is 
supported by all GSM handsets, enabling an interactive session consisting of a two-way exchange of messages based on a 
defined application menu.

Variety The digital age has diversified the kinds of data available. Traditional, structured data fit into existing DBs that are meant 
for well-defined information that follows a set of rules. For example, a banking transaction has a time stamp, amounts and 
location. However, today, 90 percent of the data that is being generated is ‘unstructured,’ meaning it comes in the form of 
tweets, images, documents, audio files, customer purchase histories, and videos. 

Velocity A large proportion of data are being produced and made available in real time. By 2018, it is estimated that 50,000 
gigabytes of data are going to be uploaded and downloaded on the internet every second. Every 60 seconds, 204 million 
emails are sent. As a consequence, these data have to be stored, processed, and analyzed at very high speeds, sometimes 
at the rate of tens of thousands of bytes every second. 

Veracity Veracity refers to the trustworthiness of the data. Business managers need to know that the data they use in the decision-
making process is representative of their customer segment’s needs and desires. Thus, data management practices in 
businesses must ensure that the data cleaning process is ongoing and rigorous. This will safeguard against the inclusion of 
misleading or incorrect data in the analysis. 

Volume The sheer quantity of data that are being produced is mind-boggling. It is estimated that approximately 2.5 quintillion 
bytes of data are produced every day. To get a sense of the quantity, this amount of data would fill approximately 10 
million Blu-ray discs. The maturity of these data have gotten increasingly younger, which is to say, that the amount of data 
that are less than a minute old has been rising consistently. In fact, 90 percent of these data have been produced in the last 
two years. It is expected that the amount of data in the world will rise by 44 times between 2009 and 2020. 
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